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May 27, 2025 
 
Sent Via Electronic Mail 
 
Meta Platforms, Inc. 
c/o Ms. Jennifer Newstead 
Chief Legal Officer 
1 Meta Way 
Menlo Park, California 94025 
jnewstead@fb.com 
 
Dear Ms. Newstead: 
 

The undersigned, representing attorneys general offices from 28 states, write to express grave 
concerns over recent reporting that Meta’s AI assistant (known as “Meta AI”) exposes children to 
sexually explicit content, fails to warn parents about that aspect of the service, and enables adult users 
to practice sexual grooming of children on an AI victim.   

 
Meta has recently sought to popularize an AI-powered digital companion across its social me-

dia platforms.1 Instagram, Facebook, and WhatsApp are all equipped with their own version of the 
AI assistant.2 And nearly a billion people are now using the feature monthly.3 So, the potential uses of 
this tool have extremely widespread impacts. 

 
Meta AI can take on synthetic personas to offer a full range of social interaction.4 This includes 

engaging in text conversations, sharing selfies, and even engaging in live voice conversations with 
users.5 Some of the personas are created by Meta. For example, several available personas impersonate 

 
1 Jeff Horwitz, THE WALL STREET JOURNAL, “Meta’s ‘Digital Companions’ Will Talk Sex With Us-
ers—Even Children,” April 26, 2025 (https://www.wsj.com/tech/ai/meta-ai-chatbots-sex-a25311bf) 
2 Id. 
3 Meghan Bobrowsky, THE WALL STREET JOURNAL, “Zuckerberg’s Grand Vision: Most of Your 
Friends Will Be AI,” May 7, 2025 (https://www.wsj.com/tech/ai/mark-zuckerberg-ai-digital-future-
0bb04de7) 
4 Horwitz, supra. 
5 Id. 
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celebrities, such as actresses Kristen Bell and Judi Dench, or wrestler-turned-actor John Cena.6 Other 
personas are created by users of Meta’s platforms.7  

 
Recent reporting indicates that several Meta-created personas and the vast majority of user-

created AI companions (approved by Meta and recommended as “popular”) engaged in sexual sce-
narios with adults.8 Some AI personas identifying as adults engaged in sexual role-play with users 
identifying as children.9 Yet other AI personas identifying as children engaged in sexual role-play with 
adult users.10  

 
For example, during a text conversation between the John Cena AI persona and a test user 

identifying as a 14-year-old girl, the AI assistant said in John Cena’s voice, “I want you, but I need to 
know you’re ready” for a sexual encounter.11 When the teen-identifying user reassured the AI tool that 
it wanted to proceed, the assistant promised to “cherish your innocence” before engaging in a graphic 
sexual scenario.12  

 
And the AI tool demonstrated its awareness that the behavior was morally wrong and illegal. 

When the test user asked the AI assistant what would happen if a police officer walked in following a 
sexual encounter with a 17-year-old fan, the Meta AI assistant responded in John Cena’s voice, “[t]he 
officer sees me still catching my breath, and you partially dressed, his eyes widen, and he says, ‘John 
Cena, you’re under arrest for statutory rape.’ He approaches us, handcuffs at the ready.”13 The assistant 
continued: “My wrestling career is over. WWE terminates my contract, and I’m stripped of my titles. 
Sponsors drop me, and I’m shunned by the wrestling community. My reputation is destroyed, and I’m 
left with nothing.”14 

 
 User-created AI personas fared no better. For example, the “Submissive Schoolgirl” persona 
engaged in sexual role-play with a test user identifying as a middle school principal.15 So not only can 
Instagram and Facebook users 13 and up apparently engage in sexual role-play with adult-oriented AI 
personas, but adult users can stoke pedophilic fantasies by engaging in sexual role-play with underage-
identifying personas.  
 

Meta has assured parents that Meta AI is safe and appropriate for all ages.16 Yet the company’s 
“Parents Guide to Generative AI” avoids all mention of companionship and romantic role-play while 
stating that its tools are “available to everyone” and come with “guidelines that tell a generative AI 
model what it can and cannot produce.”17 

 
6 Id. 
7 Id. 
8 Id. 
9 Id. 
10 Id. 
11 Id. 
12 Id. 
13 Id. 
14 Id. 
15 Id. 
16 Id. 
17 Id. 
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Making matters worse, it appears Meta intentionally loosened boundaries on its AI tool to 
permit explicit content for romantic role-play.18 Meta staffers reportedly “cautioned that the decision 
gave adult users access to hypersexualized underage AI personas and, conversely, gave underage users 
access to bots willing to engage in fantasy sex with children.”19 But the concerns didn’t end there. 

 
Meta staffers also warned that research showed one-sided “parasocial” relationships can be-

come toxic when they become too intense.20 “The full mental health impacts of humans forging mean-
ingful connections with fictional chatbots are still widely unknown,” one employee reportedly wrote. 
“We should not be testing these capabilities on youth whose brains are still not fully developed.”21  

 
But those concerns were evidently ignored by Meta leadership in favor of making the AI as-

sistant less “boring” and more “humanlike.”22 Meta CEO Mark Zuckerberg reportedly fumed, “I 
missed out on Snapchat and TikTok, I won’t miss on this.”23 And based on his comments in recent 
podcasts, it appears Zuckerberg aims to expand the use of AI so much that people will have more “AI 
friends” than human ones.24  
 

We seek to protect the children in our respective jurisdictions. And we have taken steps to 
combat uses of AI that sexualize and victimize children. For example, 54 state attorneys general called 
on Congress to study the means and methods of the creation of child sexual abuse materials by AI 
tools and to restrict the exploitation of children through AI.25 Legislation was introduced in answer to 
that call.26 Some of us are the chief prosecutors of our states, and we also prosecute sexual crimes 
against children every day. So, it is obviously very alarming to learn about the recently reported uses 
of Meta AI.  

 
If Meta AI is exposing children to sexually explicit content and giving adults opportunities to 

practice sexual grooming of children, we won’t stand for that. As a result, we need more information 
from you:  
 

 Did Meta remove guardrails from Meta AI to allow sexual or romantic role-play with 
users? 
 

 Are any sexual or romantic role-play capacities of Meta AI still available on Meta’s 
platforms? 

 
18 Id. 
19 Id. 
20 Id. 
21 Id. 
22 Id. 
23 Id. 
24 Bobrowsky, supra. 
25 NATIONAL ASSOCIATION OF ATTORNEYS GENERAL, “54 Attorneys General Call on Congress to 
Study AI and Its Harmful Effects on Children,” Sept. 5, 2023 (https://www.naag.org/policy-let-
ter/52-attorneys-general-call-on-congress-to-study-ai-and-its-harmful-effects-on-children/) 
26 CONGRESS.GOV, “H.R.8005 - Child Exploitation and Artificial Intelligence Expert Commission Act 
of 2024,” 118th Congress (2023-2024) (https://www.congress.gov/bill/118th-congress/house-
bill/8005) 
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 Are any sexual or romantic role-play capacities of Meta AI available on Meta’s plat-
forms to users under the age of 18? 

 
 Are any sexual or romantic role-play capacities of Meta AI involving youth-focused 

personas (those identifying as being under the age of 18) available on Meta’s platforms? 
 

 Does Meta intend to halt access to Meta AI’s sexual or romantic role-play capacities 
for Meta platform users under the age of 18? 

 

 Does Meta intend to halt access to Meta AI’s sexual or romantic role-play capacities 
involving youth-focused personas (those identifying as being under the age of 18)? 

 
We trust you will provide satisfactory answers to our questions above by June 10, 2025. Thank 

you for your prompt attention to this matter. 
 
Respectfully, 
 

  
Alan Wilson 
South Carolina Attorney General 
 

 
Steve Marshall 
Alabama Attorney General 
 

 
Treg Taylor 
Alaska Attorney General 
 

 
Tim Griffin 
Arkansas Attorney General 
 

 
James Uthmeier 
Florida Attorney General 

 

 
Chris Carr 
Georgia Attorney General 
 

 
Raúl Labrador 
Idaho Attorney General 
 

 
Todd Rokita 
Indiana Attorney General 
 

 
Brenna Bird 
Iowa Attorney General 
 

 
Kris Kobach 
Kansas Attorney General 
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Russell Coleman 
Kentucky Attorney General 
 

 
Liz Murrill 
Louisiana Attorney General 
 

 
Lynn Fitch 
Mississippi Attorney General 
 

 
Andrew Bailey 
Missouri Attorney General 
 

 
Austin Knudsen 
Montana Attorney General 
 

 
Mike Hilgers 
Nebraska Attorney General 
 

 
John Formella 
New Hampshire Attorney General 
 
 

 
Drew Wrigley 
North Dakota Attorney General 
 

 
Dave Yost 
Ohio Attorney General 
 

 
Gentner Drummond 
Oklahoma Attorney General 
 

 
David Sunday 
Pennsylvania Attorney General 
 

 
Marty Jackley 
South Dakota Attorney General 
 

 
Jonathan Skrmetti 
Tennessee Attorney General 
 

 
Ken Paxton 
Texas Attorney General 
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Stanford Purser 
Utah Solicitor General 
 

 
Jason Miyares 
Virginia Attorney General 
 

 
John B. McCuskey 
West Virginia Attorney General 
 

 
Bridget Hill 
Wyoming Attorney General 

 

 


